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ABsTRACT. In this paper, we define the complex Jacobi transform for functions which
may not decrease rapidly at co and get the corresponding inversion formula in distribution
sense.

1. INTRODUCTION

For a, B,A € C, Ra > —1, the Jacobi function qﬁi’ﬁ(t) of order (a, 3) is the even
C* function on R which satisfies (ﬁ’ﬂ (0) = 1 and the differential equation

(Lag + A2+ p2) o3P (1) = 0, (1.1)

where p=a + (+ 1 and
Los= - 4 (20+1)cotht + (26 + 1) tanht)
= — [0 n .
RN TE dt
By using the Jacobi function, for even C'*° functions f with compact support on R the

Fourier-Jacobi transform is defined by
fo = [ 10637 08000 b, (1.2
0
where

Ay p(t) = (2sinh )2t (2 cosh t)2A 1, (1.3)
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The corresponding Paley-Wiener theorem and the inversion formula were obtained by
Flensted-Jensen[4] when a > 3 > —1/2 and by Koornwinder[6] for all «, 5 € C, R >
—1. Noticing the order of qﬁi"ﬁ(t) and A, g(t) (see Lemma 2.1 and (1.3)), we easily see
that the inversion formula is applicable to functions of the form
(cosht)™#g(t) where p € R, p > Rp and ¢ is an even rapidly decreasing functions
on R. However, if 4 < Rp, the Fourier-Jacobi transform is not well defined since the
integral (1.2) is not convergent and thus, the formula does not make sense.

The aim of this paper is to give an inversion formula in the case of u < Rp. Since the
Fourier-Jacobi transform is not well defined, we shall use the so-called complex Jacobi

transform defined by

o= [ OB (1) A (1),

where @f\"ﬁ(t) is another solution of (1.1) (see (2.1)). When f is an even C*° function
with compact support, the inversion formula for the complex Jacobi transform was
obtained by Koornwinder [6, 7]. For f(t) = (cosht)™#g(t) with u < Rp the complex
Jacobi transform f (M) is well defined if IA > Rp — u, and the corresponding inversion
formula holds in a distribution sense (see Theorem 3.1). Moreover, f()) is extended
to a meromorphic function in A > 0 by analytic continuation. Thereby, we can shift
the integral in the inversion formula down to the real line. In this process some residue
terms arise from the poles of f(A) and C(—=A)~! (see Theorem 3.2).

This idea of the inversion formula for (cosht)™#g(t) with pu < Rp comes from [1],
in which Dijk and Hille treat the rank one group case where o and (3 take certain real
discrete values and g = 1. They obtain the inversion formula for (cosh¢)™* and show
that the above residue terms correspond to certain complementary series representations

of the group.

2. NOTATIONS AND PRELIMINARIES

For a, 3,A € C, Ra > —1, the Jacobi functions qﬁi"ﬁ(t) can be expressed by using
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Gaussian hypergeometric functions as
« IB 1 . 1 . . 2
$ (1) = F(5(p —iA), 5(p+id);a+ 1 —sinh™1),
and for A € —iN another solution @‘;’B of (1.1) is given by
: 1 1
P () = (2 sinht)’}‘_pF(E(p —iA), 5 (ot BH1—id) 1 — ik - sinh™2¢)  (2.1)
(cf. [7]). Moreover, for A € iZ we have the identity
O3 (1) = Cap (NS () + a,p (=N B2X (1) (2.2)
)\ CQ,IB A Ca“@ —)\ ) .

where
B 20~ AT (e + 1)T(iN)
cap(A) = PO ) o FID) (23)

In the following, if no confusion is possible, we will suppress the parameters a and

[ in our notations.

We have the following from [4,6,7].

Lemma 2.1. Assume that o, 3 € C and Ra > —1.
(1) For each fixed t > 0, as a function of A, ¢px(t) is an entire function. There exists
K > 0 such that for allt > 0 and all A € C,

(DA (0)] < (14 [AD(L + t)elISA=RO

where € = 0 if Ra > —% and e =1 for —1 < Ra < —%.
(2) For each fizred t > 0, as a function of X\, ®x(t) is a holomorphic function in C —
{—iN}. For each fized A € C — {—iN},

Dy (t) = A =PE(1 4 0(1)) as t — oco.

(3) c(—=A)~1 is a meromorphic function in C. For each r > 0, if X is at distance larger

than r from the poles of c(—\)~1, then there exists K > 0 such that

(=) < K (14 [A)Tet2,

The asymptotic behavior of ®,(t) and d®(t)/dt as t approaches 0 is given as follows.



4 TAKESHI KAWAZOE, JIANMING LIU*

Lemma 2.2. Assume that o, € C and Ra > —1. For each K > 0 there erists a
function a(X) such that for 0 <t < K

2R Ra >0

|PA(t)] < a(A) |logt], Ra=0 (2.4)
1, —1<Ra<0
and
%(I)A(t)‘ < a(A)p2Re—L (2.5)

Here a(A) is different in each appearance.

Proof. We use the fact that if R(c —a —b) > 0 and ¢ # 0,—1,-2,---, then
lim,_,1_ F(a,b,c;x) exists (see [2,§2.8, (46)]).
When Ra < 0, it follows from (2.1) that

~ 1 1
D, (t) = (2 cosht)“‘_pF(i(p — M), 5(& — B+ 1—1iX),1—iX;cosh™?¢).

Since R(1 —iA — 3(p — i) — (e — B+ 1—iA) = —Ra > 0, if A # —i, —2i,..., then
limy_,o @y (¢) exists, i.e., for a certain function a(\), |®(t)| < a(A) as 0 <t < K.
When Ra > 0, (2.1) and the formula

F(a,b;c;2) = (1 —2)""F(c - a,b; ¢ z%l)

(see [2, §2.1, (22)]) yield that

. 1 1
Dy (t) = 22"PF(1 — 5(p+ iN), 5(—a + B+ 1—1iX);1—iX;cosh™?¢t)

- (cosh™2 ¢) (7 HA+HL=0) /2 (gin} ) =22,

Since R(1 — A — J(—a+ B+1) —1—3(p+iX) = Ra > 0, if X # —i, —2¢,..., then
limg o F(3(—a+ B+ 1),1— 2(p+iX); 1 —iX;cosh™?¢) exists and |y (t)| < a(A)t—2Re
as 0 <t < K.

When Ra = 0, we use the formula

d
az’ 'F(a+1,b;c;2) = %(z“F(a, b; c; 2))
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(see [2, §2.8, (21)]). Then we have

%@37%) — 2(iA — p)sinh 2t - SETLAHL(p), (2.6)

Since [®STHPH(#)] < a(A)t72 as 0 < ¢ < K by the previous case, we get |®57(1)] <
a(N)|logt| as 0 < t < K. Also (2.5) follows from (2.6). O

Let D.(R) be the space of even C*° functions with compact support on R. For
f € D.(R) the Fourier-Jacobi transform f(A) (A € C) is defined by (1.2). Then the

following lemmas were obtained in [6,7].

Lemma 2.3. Assume o, 3 € C and Ra > —1,
(1) For each f € D.(R) the Fourier-Jacobi transform f(X) is an even entire function

and there are positive constants A and C,, (n =0,1,2,...) such that
[FO)] < Cu (14 A e AISAL
(2) For each f € D.(R), v >0, and v > —R(a + S+ 1),
£(t) = % /_o:o FOt i) Brss (H)e(—A — iv)"Ld\, £ > 0.
It follows from (2.3) that all the singular points of the meromorphic function ¢(—)~!
in SA > 0 lie in the set
Dypg={ilef—a—-1—-2m)#0:m=0,1,2,...,R(ef —a—1—-2m) > 0},

where e = 1 if RG > 0 and € = —1 if 3 < 0. In particular, if o, 0 € R and a > —1,
then

Dyg={i(|f|—a—1—-2m):m=0,1,2,...,|0| —a—1—-2m) >0} CiRy.
The residue of ¢(—A)"t at vy =i(ef —a—1—2m) is

R.-1(y) = Resc(—v)~!

v=y
24 T'(ef —m)
(—1)mm!2(-e)f+2a+2+2m [y + 1)[(eff —a — 1 — 2m)
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Lemma 2.4. Assume o, € C and Rae > —1. If Dy g N {SAX = 0} is empty, then for

f € De(R), the inversion Fourier-Jacobi transform is given by

f()

10 =5 [ it 3 L0

YED.

qs’y (t) R (7) :

3. COMPLEX JACOBI TRANSFORM

The complex Jacobi transform f — f is defined by
o= [ roesmad
0

for all f on Ry and A € C for which the right hand side is well defined. If f(+)) and
f(X) are well defined, we have from (2.2) that

FO) = e FO) + (=2 f(=N). (3.1)

Remark. When a = 3 = —1, ¢5(t) = cos At and ®,(t) = e**. The Fourier-Jacobi
transform f is reduced to Fourier-cosine transform and the complex Jacobi transform
to the complex Fourier transform.

For p e Rand k =0,1,2,--- let C’l’j (R) denote the set of functions of the form
(cosht) " g(cosh™t),

where g is a k-th differentiable function on [0, 1] and there exists K > 0 such that

dn
sm>—ﬁ@ﬂSK 0<n<k).
0<t<1 | dt™

Let f € C)(R), i.e., there exists K > 0 such that
|f(t)] < K(cosht)™H.

We see from Lemma 2.1 (2), Lemma 2.2 and (1.3) that if I\ > max{Rp — pu, —1}, then
F(A) is well defined. Moreover, it is a holomorphic function in A > max{Rp — u, —1}
and bounded in any closed horizontal strips in A > max{Rp — p, —1}.

We have the following.
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Theorem 3.1. Assume o, f € C and Ra > —1. Let f € C)(R) and let v > 0,
v>-—-Raxp+1) andv > Rp— p. Then for all ¢ € D.(R),

1 [ . ~
(.8 = 5 / SO+ i) FO 4 iv)e(—A — iv)~LdA. (3.2)
Proof. Since v satisfies the condition in Lemma 2.3(2), we see that for all ¢ € D.(R)
1 [
b1 = o / SO\ + i) By (£ (=X — iv)~Ld.
™ —00

Moreover, since v > 0 and v > Rp — p, the complex Jacobi transform f()) is bounded

if I\ > v. Therefore, by Fubini theorem, we have
1 [> . . > \y—
(=5 [ d0+in) [ FOB A - i) A
—00 0

— % /_O; SN+ i) fFA+ iv)e(—=X — iv) " LdA.
O

We suppose that u € R and Rp — > 0. As said before, if f € C)(R), the complex
Jacobi transform f()) is a holomorphic function in SA > Rp — u. Now we assume
certain smoothness of f and show that f (A) has a meromorphic extension to IA > 0.

We put

k, =min{k:k=1,2,--- ,Rp—p— 2k <0},

and let f € Cp*(R) C CY(R). Then for SA > Rp —

f(A) = /Ooo(cosh t)"Hg(cosh™2 )y (t) A(t)dt

. 1 1
= 2irtp—t g(cosh™ t)F(Q(—Oé +B+1—1iA),1— 5(0 +1iX); 1 —iX; cosh™* 1)
0

- (cosh™%1¢) 5-1-3 (A+0) d(cosh ™2 t)

1
. 1 1 .
= 2idtp=1 / JWP(S(—a+B+1—iA), 1= S(p+iA);1 =ik y)yE 1Tz gy
0

— 2i>\+p—1 /1 i (%(—O{ + /8 + - ZA))I(I - %(p + Z)\))lg(y)yl+%_1_%(l>\+p)dy
0 (1= iAl!

Ax(1) (3.3)

intpa1 = (B + B+ 1 =iN))i(1 = 3(p+iN);
=2y (1 — i)t 2
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where

1
Ax(l) =/ g(y)y eI gy
0

1
Since |Ax(])| < K/ Y13 (A=Rotm) gy 11 ag [ — oo and by Stirling’ formula, for
0

[ large,
(34 B+1—iN)(l— 5(p+iN))
(1 — i)l

the series in (3.3) is convergent for I\ > Rp — p.

~ T2 a5 1 = o0,

Now we consider a meromorphic extension of f()\) Since k, > 1, integral by parts

yields that

0= i (0 [ S s

Here the right hand of (3.4) is well defined for I\ > Rp — p— 20 — 2. Thereby, repeating
integral by parts, we can extend Ax(l) to IA > Rp — pp — 21 — 2k, with possible simple
poles at i(p—2u—20—2n),n =0,1,2,.... The residue of Ay(l) at v = i(p—2u—20—2n)

is

Let A > max{—1,%p — p — 2k, } and A be not a singular point for any Ay(l). Since
Ax(l) = O(171) as | — oo, the series (3.3) is absolutely convergent. Thus the right hand
side of (3.3) defines a meromorphic extension of f(A) to IA > max{—1,Rp — u — 2k, }
(< 0). All the singular points of the meromorphic extension f()) in S\ > 0 lie in the
set

Fg’ﬁ:{i(p—,u—%n):m:0,1,2,...,§R(p—u—2m)ZO}

and the residue of f(\) at v =i(p — p — 2m)(m > k) is

2,u+2m—1 (ﬁ +1- /1’/2 B m)l(l B /1’/2 - m)l

(1+p—u—2m)ll! Rg(fY).

Ry(y) =Res fN) = >

0<I<m

Moreover, f (M) is bounded if A is at certain distance from the poles and in any horizontal

strips in SA > Rp — p — 2k,,.
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Now we consider the shift of the integral in (3.2) down to SA = 0. We retain
the notation in (3.2). We recall that QAS()\) is an entire function of exponential type
(see Lemma 2.3 (1)), and ¢(—A)~! is meromorphic in SX > 0 and bounded at certain
distance from the poles in the set D, g (see Lemma 2.1 (3)). Hence, for f € C’ﬁ“ (R),
(N f(A)e(—=A)~! is a meromorphic function in IA > 0 with poles at Dy g U FY 5.
Moreover, it is rapidly decreasing in any horizontal strips in A > 0. Therefore, if
Da,p U FJ 5 has no intersection with A = 0, then we can shift the integral in (3.2)

down to A = 0 and obtain the following.

Theorem 3.2. Assume a, f € C and Ra > —1. Let p € R, p < Rp and let f €
C’,’f“ (R). If F,, 4 and D, g have no intersection with A = 0, then for all ¢ € D.(R),

el

| A 0 SN
Soy=—i > ¢<’Y>£‘£§c<_x>+%/ S

“w
’YEDQ,BUFOC’B

Moreover, if Dy g N Fgﬁ 15 empty, we have

i 3 ¢ Ri) i Y BB () + 5 / ~ %UM.

YEFL YEDq .5 o

Remark (1) In the case 1 > Rp it is easy to see that, for f € C})(R), the Fourier-Jacobi
transform f()) is well defined for A € R and therefore, (3.1) is valid on R. In the case
1< Rp, even if f € C’ﬁ“ (R), f (A) is not well defined on R, however, the complex Jacobi
transform f(A) is defined on R by analytic continuation. Thereby, if we define f(A) on

R by (3.1), then the integral in the inversion formula can be rewritten as

L[N0, 3 1
o | A BT e X) A

(2) We consider the special case f(t) = f,(t) = (cosht)™#. As above, if u > Rp, then
fu()‘) and f,(\) are well defined on R and (3.1) is valid on R. Furthermore, by using

the same arguments as in [1,§6 and §7], fu and fu have meromorphic extensions of p



10 TAKESHI KAWAZOE, JIANMING LIU*

by analytic continuation. Hence, (3.1) is valid on R for all p. Actually, even if o, 5 € C
and Ra > —1, fu()‘) is explicitly given by

c g Dot DD (0= p+ iND( (n— p— M)
fuld) =2 TE-AT () ’

and fu satisfies a reduction formula on pu:

. b(N) + p(p — 28) fus2(N)

\) =
S
where
0D,
b(X) = lim == (£)A(t)
This limit exists from (1.3) and (2.5).
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