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CLOUD PROCESS MANAGEMENT 

BACKGROUND 

[0001] Unless otherwise indicated herein, the materials 
described herein are not prior art to the claims in the present 
application and are not admitted to be prior art by inclusion in 
this section. 

[0002] Cloud computing refers to the access of computing 
resources and data via a network infrastructure, such as the 
Internet. The computing resources may be provided by one or 
more servers that may also provide data storage and data 
retrieval capabilities. Users of cloud computing generally do 
not have knowledge regarding or control over the underlying 
data center infrastructure or the computing resources and 
deployment. Rather, the users may access the computing 
resources and data storage capabilities on an as-needed basis. 

SUMMARY 

[0003] Techniques described herein generally relate to 
managing service requests to a cloud computing system. 

[0004] In some examples, a computing device con?gured 
to communicate with a cloud computing system is described. 
The computing device may include a cloud communication 
unit con?gured to receive a service response from a cloud 
computing system in reply to a service request generated by a 
process executed on the computing device. The computing 
device may also include an information extraction unit con 
?gured to extract processing capacity information of the 
cloud computing system from the service response. The com 
puting device may also include a process management unit 
con?gured to determine an execution priority for the process 
based on the processing capacity information. 

[0005] In some examples, a cloud computing system is 
described. The cloud computing system may include a device 
communication unit con?gured to receive a service request 
and to send a service response in reply to the service request. 
The cloud computing system may also include a capacity 
calculation unit con?gured to calculate processing capacity 
information of the cloud computing system, the processing 
capacity information may include an indication of an ability 
of the cloud computing system to reply to a future service 
request. The cloud computing system may also include an 
information embedding unit con?gured to include the pro 
cessing capacity information of the cloud computing system 
in the service response. 

[0006] In some examples, a method for managing service 
requests to a cloud computing system is described. The 
method may include receiving a service response from a 
cloud computing system in reply to a service request gener 
ated by a process executed on a computing device. The 
method may also include extracting processing capacity 
information of the cloud computing system from the service 
response. The method may also include determining an 
execution priority for the process based on the processing 
capacity information. 

[0007] In some examples, a method for servicing service 
requests through a cloud computing system is described. The 
method may include receiving a service request. The method 
may also include processing the service request to generate a 
service response. The method may also include calculating 
processing capacity information based at least in part on the 
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processing of the service request. The method may also 
include including the processing capacity information in the 
service response. 
[0008] The foregoing summary is illustrative only and is 
not intended to be in any way limiting. In addition to the 
illustrative aspects, embodiments, and features described 
above, further aspects, embodiments, and features will 
become apparent by reference to the drawings and the fol 
lowing detailed description. 

BRIEF DESCRIPTION OF THE FIGURES 

[0009] In the drawings: 
[0010] FIG. 1 is a block diagram of an example service 
request management system; 
[0011] FIG. 2A is a block diagram of another example 
service request management system; 
[0012] FIG. 2B illustrates an example timeline of service 
requests and service responses communicated within the ser 
vice request management system of FIG. 2A; 
[0013] FIG. 3 is a block diagram of an example computing 
device that may be implemented in the example service 
request management systems of FIGS. 1 and 2A; 
[0014] FIG. 4 illustrates an example ?ow diagram of a 
method that may be implemented in the example computing 
device of FIG. 3; 
[0015] FIG. 5 is a block diagram of an example cloud 
computing system that may be implemented in the example 
service request management systems of FIGS. 1 and 2A; 
[0016] FIG. 6 illustrates an example ?ow diagram of a 
method that may be implemented in the example cloud com 
puting system of FIG. 5; and 
[0017] FIG. 7 is a block diagram illustrating an example 
computing device that is arranged for managing service 
requests, all arranged in accordance with at least some 
embodiments described herein. 

DETAILED DESCRIPTION 

[0018] In the following detailed description, reference is 
made to the accompanying drawings, which form a part 
hereof. In the drawings, similar symbols typically identify 
similar components, unless context dictates otherwise. The 
illustrative embodiments described in the detailed descrip 
tion, drawings, and claims are not meant to be limiting. Other 
embodiments may be utilized, and other changes may be 
made, without departing from the spirit or scope of the subject 
matter presented herein. It will be readily understood that the 
aspects of the present disclosure, as generally described 
herein, and illustrated in the Figures, can be arranged, substi 
tuted, combined, separated, and designed in a wide variety of 
different con?gurations, all of which are explicitly contem 
plated herein. 
[0019] In some circumstances, a computing device and a 
cloud computing system may be con?gured to communicate 
with each other. The computing device may send a service 
request generated by a process executing on the computing 
device to the cloud computing system. In some embodiments, 
the service request may be an application programming inter 
face call. The cloud computing system may receive the ser 
vice request and process the service request to generate a 
service response. The cloud computing system may also cal 
culate processing capacity information of the cloud comput 
ing system that may indicate an ability of the cloud computing 
system to reply to a future service request from the computing 
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device. The cloud computing system may then send the ser 
vice response with the processing capacity information to the 
computing device. 
[0020] The computing device may receive the service 
response from the cloud computing system and may extract 
the processing capacity information from the service 
response. The computing device may then determine an 
execution priority for the process that generated the service 
request based at least in part on the processing capacity infor 
mation received from the cloud computing system. In some 
embodiments, the processing capacity information may 
include a wait time interval indicating a time for the comput 
ing device to wait between sending future service requests 
that may be generated by the process that generated the ser 
vice request to the cloud computing system. The computing 
device may delay execution of the process that generates the 
future service requests based on the wait time interval to 
increase the time between executions of the process. By 
increasing the time between executions of the process that 
results in the future service requests, the computing device 
may increase the time between the future service requests and 
thereby may reduce overloading the cloud computing system 
with service requests. 
[0021] FIG. 1 is a block diagram of an example service 
request management system 100, arranged in accordance 
with at least some embodiments described herein. In the 
illustrated embodiment, the service request management sys 
tem 100 may include a network 110, a computing device 120, 
a ?rst cloud computing system 130, and a second cloud com 
puting system 140. In other embodiments, the service request 
management system 100 may include fewer or more cloud 
computing systems than the illustrated ?rst and second cloud 
computing systems 130 and 140. For example, the service 
request management system 100 may include 1, 3, 4, 5, 6, 10, 
20, 30, or more cloud computing systems. The ?rst and sec 
ond cloud computing systems 130 and 140 are illustrated as 
examples only and the example service request management 
system 100 should not be limited to two cloud computing 
systems. 
[0022] In general, the network 110 may include one or 
more wide area networks (WANs) and/ or local area networks 
(LANs) that enable the computing device 120 and the ?rst and 
second cloud computing systems 130 and 140 to communi 
cate. In some embodiments, the network 110 may include the 
Internet, including a global intemetwork formed by logical 
and physical connections between multiple WANs and/or 
LANs. Alternately or additionally, the network 110 may 
include one or more cellular RF networks and/or one or more 

wired and/or wireless networks such as, but not limited to, 
802.xx networks, Bluetooth access points, wireless access 
points, IP-based networks, or the like. The network 110 may 
also include servers that enable one type of network to inter 
face with another type of network. 
[0023] For ease in explanation, the con?guration, opera 
tion, and/or other aspects of the computing device 120 and 
general interactions that may occur between the computing 
device 120 and a cloud computing system within the service 
request management system 100 is now described as occur 
ring between the computing device 120 and the ?rst and 
second cloud computing systems 130 and 140. In particular, 
the following description describes the computing device’s 
120 general interactions with cloud computing systems with 
respect to the ?rst cloud computing system 130. The follow 
ing description should not be viewed as limiting the con?gu 
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ration, operation, and/ or other aspects of the computing 
device 120 as being related to just the ?rst cloud computing 
system 130. Rather, the interactions described herein between 
the computing device 120 and the ?rst cloud computing sys 
tem 130 may occur with any type of cloud computing system, 
such as the second cloud computing system 140 and others. 
[0024] The computing device 120 may be con?gured to 
generate and to send service requests to the ?rst cloud com 
puting system 130 through the network 110.A service request 
may be generated by a process being executed on the com 
puting device 120. For example, the computing device 120 
may be executing a process such as an application that may 
generate the service request. The service request may include 
a request for the ?rst cloud computing system 130 to provide 
data to the computing device 120. The data may be data stored 
on the ?rst cloud computing system 130, data that is gener 
ated by the ?rst cloud computing system 130 based on the 
service request, and/or data obtained by the ?rst cloud com 
puting system 130. 
[0025] The ?rst cloud computing system 130 may be con 
?gured to receive the service request from the computing 
device 120 and to generate a service response in reply to the 
service request. The service response may include the data 
requested by the service request. The ?rst cloud computing 
system 130 may also be con?gured to send the service 
response to the computing device 120. 
[0026] In some embodiments, the service request may be an 
application programming interface (API) call. For example, a 
process that generates the service request may be an applica 
tion that provides social networking site information to a user 
of the computing device 110. In these and other embodi 
ments, the ?rst cloud computing system 130 may network 
with or otherwise be connected with the social networking 
site. The application may send the API call to the ?rst cloud 
computing system 130. The API call may request various 
types of data, such as a person’s social networking site status 
data, updated status data of friends of the user on the social 
networking site, or other information. The ?rst cloud com 
puting system 130 may execute the API call normally and 
may prepare a service response that includes the data gener 
ated and/or provided by executing the API call. 
[0027] The ?rst cloud computing system 130 may also be 
con?gured to generate processing capacity information of the 
?rst cloud computing system 130. The processing capacity 
information may include an indication of an ability of the ?rst 
cloud computing system 130 to reply to future service 
requests from the computing device 120. In particular, the 
processing capacity information of the ?rst cloud computing 
system 130 may include a wait time interval indicating a time 
for the computing device 120 to wait between sending future 
service requests to the ?rst cloud computing system 130. 
[0028] The processing capacity information may be gener 
ated by the ?rst cloud computing system 130 based on a 
variety of information. For example, the information may 
include an average time for generating a service response for 
the computing device 120 and/or other computing devices, 
usage of the network 110, processing power usage of the ?rst 
cloud computing system 130, data storage usage of the ?rst 
cloud computing system 130, and a frequency of reception of 
service requests from the computing device 120 and/ or other 
computing devices. In some embodiments, the processing 
capacity of the ?rst cloud computing system 130 may be 
based at least in part on the receipt and processing of the 
service request from the computing device 120. 
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[0029] The ?rst cloud computing system 130 may generate 
the processing capacity information at set intervals of time, 
such as every 15, 30, or 60 seconds, at random intervals of 
time, and/or at an occurrence of an event, such as the recep 
tion of a service request, generating a service response, or 
sending a service response. 
[0030] The ?rst cloud computing system 130 may embed 
the processing capacity information in the service response 
sent to the computing device 120. For example, the ?rst cloud 
computing system 130 may embed the processing capacity 
information in a ?eld designated within the service response 
for the processing capacity information. Alternately or addi 
tionally, the processing capacity information may be embed 
ded within a ?eld not designated for the processing capacity 
information, such as a hypertext transfer protocol (HTTP) 
header, an extensible markup language (XML) message com 
ment, and/or a java script object notation (J SON) comment of 
the service response. In some embodiments, the ?rst cloud 
computing system 130 may send the processing capacity 
information individually to the computing device 120. 
[0031] The computing device 120 may be con?gured to 
extract the processing capacity information of the ?rst cloud 
computing system 130 from the service response received 
from the ?rst cloud computing system 130. After extracting 
the processing capacity information, the computing device 
120 may determine an execution priority for the process that 
generated the service request based at least in part on the 
processing capacity information. Based on the execution pri 
ority, the computing device 120 may schedule a future execu 
tion of the process for a subsequent time after a previous time 
corresponding to the execution of the process that generated 
the service request. The subsequent time may occur after the 
previous time by a period greater than or equal to the wait time 
interval indicated in the processing capacity information. In 
some embodiments, the computing device 120 may schedule 
the future execution of the process to maintain a performance 
of the process. Thus, in these and other embodiments, the 
computing device may not schedule the future execution of 
the process so that the process does not meet its own timing 
constraints. 
[0032] By having the ?rst cloud computing system 130 
provide the processing capacity information and the comput 
ing device 120 adjust the execution of the process that gen 
erates service requests sent to the ?rst cloud computing sys 
tem 130, the service request management system 100 may 
reduce overloading the ?rst cloud computing system 130 with 
service requests. Furthermore, by having the computing 
device 120 adjusting when processes are executed, the appli 
cations or software used that describe the process may not 
need to be adjusted and/or modi?ed to reduce overloading of 
the ?rst cloud computing system 130 with service requests. 
Not adjusting and/ or modi?ed individual applications or soft 
ware may provide backwards compatibility with existing 
applications or software and ease programming burdens for 
future applications or software. 

[0033] In some embodiments, the computing device may 
include a mobile phone, a smart phone, a tablet computer, a 
laptop computer, a gaming console, or some other electronic 
device con?gured to execute processes. 

[0034] Modi?cations, additions, or omissions may be made 
to FIG. 1 without departing from the scope of the present 
disclosure. For example, additional cloud computing systems 
may be added to the service request management system 100. 
Alternately or additionally, additional computing devices 

Aug. 21,2014 

may be added to the service request management system 100 
that access the ?rst and second cloud computing systems 130 
and 140. 
[0035] FIG. 2A is a block diagram of another example 
service request management system 200, arranged in accor 
dance with at least some embodiments described herein. In 
the illustrated embodiment, the service request management 
system 200 may include the network 110, a computing device 
220, a ?rst cloud computing system 230, and a second cloud 
computing system 240. 
[0036] Analogous to the network 110 of FIG. 1, the net 
work 110 in the service request management system 200 of 
FIG. 2A may enable the computing device 220 and the ?rst 
and second cloud computing systems 230 and 240 to com 
municate. The computing device 220, the ?rst cloud comput 
ing system 230, and the second cloud computing system 240 
may be similar to and/or correspond to the computing device 
120, the ?rst cloud computing system 130, and the second 
cloud computing system 140 of FIG. 1, respectively. 
[0037] The computing device 220 may be con?gured to 
execute a ?rst process 222 and a second process 224. The ?rst 
process 222 may be con?gured to be executed by the com 
puting device 220 to generate ?rst process service requests. 
The ?rst process service requests may be sent to the ?rst cloud 
computing system 230. The second process 224 may be con 
?gured to be executed by the computing device 230 to gen 
erate second process service requests. The second process 
service requests may be sent to the second cloud computing 
system 240. 
[0038] The ?rst cloud computing system 230 and the sec 
ond cloud computing system 240 may be con?gured to 
receive the ?rst process service request and the second pro 
cess service request, respectively, and to generate a ?rst pro 
cess service response and a second process service response, 
respectively. The ?rst and second cloud computing systems 
230 and 240 may also be con?gured to generate respective 
?rst and second processing capacity information for the ?rst 
and second cloud computing systems 230 and 240. 
[0039] The ?rst cloud computing system 230 may embed 
the ?rst processing capacity information in the ?rst process 
service response and the second cloud computing system 240 
may embed the second processing capacity information in the 
second process service response. The ?rst and second cloud 
computing systems 230 and 240 may generate the respective 
?rst and second process service responses, the respective ?rst 
and second processing capacity information, and may respec 
tively embed the ?rst and second processing capacity infor 
mation in the respective ?rst and second process service 
responses in a manner similar to the manner described with 
respect to FIGS. 1, 5, and/or 6. 
[0040] The computing device 220 may be con?gured to 
receive the ?rst process service response from the ?rst cloud 
computing system 230 and to extract the ?rst processing 
capacity information from the ?rst process service response. 
The computing device 220 may also be con?gured to receive 
the second process service response from the second cloud 
computing system 240 and to extract the second processing 
capacity information from the second process service 
response. 
[0041] The computing device 220 may use the ?rst and 
second processing capacity information to determine a future 
execution priority for the ?rst and second processes 222 and 
224. Inparticular, the computing device 220 may schedule the 
future execution of the ?rst and second processes 222 and 224 



US 2014/0237108 A1 

so that next executions of the ?rst and second processes 222 
and 224 adhere to the ?rst and second processing capacity 
information received from the ?rst and second cloud comput 
ing systems 230 and 240, respectively. 
[0042] In some embodiments, the computing device 220 
may delay the processing of the ?rst and/ or second processes 
222 and 224. In these and other embodiments, the computing 
device 220, when delaying the processing of the ?rst and/or 
second processes 222 and 224, may schedule other processes 
before the ?rst and/or second processes 222 and 224. By 
executing processes based on the processing capacity infor 
mation, the computing device 220 may execute processes that 
communicate with cloud processing systems with higher 
capabilities for receiving service requests more frequently 
than cloud processing systems with lower capabilities for 
receiving service requests. By communicating more fre 
quently with higher capacity cloud processing systems, the 
computing device 220 may suppress overloading cloud com 
puting systems with lower capabilities with service requests 
without degrading processing performance of the computing 
device 220. 
[0043] FIG. 2B illustrates an example timeline 250 of ser 
vice requests and service responses communicated within the 
service request management system 200 of FIG. 2A, arranged 
in accordance with at least some embodiments described 
herein. The timeline 250 is described with respect to both 
FIGS. 2A and 2B and illustrates timing for service requests 
and service responses being sent from and being received by 
the computing device 220. Various times are denoted along 
the timeline 250, including times t l-ts. 
[0044] As illustrated, at tl a ?rst process service request 
generated by the ?rst process 222 may be sent from the 
computing device 220 to the ?rst cloud computing system 
230. The ?rst cloud computing system 230 may receive the 
?rst process service request and may generate a ?rst process 
service response. The ?rst process service response may 
include ?rst processing capacity information. The ?rst pro 
cess service response may be received by the computing 
device 220 at t3. 

[0045] At t2 a second process service request generated by 
the second process 224 may be sent from the computing 
device 220 to the second cloud computing system 240. The 
second cloud computing system 240 may receive the second 
process service request and may generate a second process 
service response. The second process service response may 
include second processing capacity information. The second 
process service response may be received by the computing 
device 220 at t4. 
[0046] The timeline 250 further illustrates a ?rst process 
wait time interval indicated by the ?rst processing capacity 
information and a second process wait time interval indicated 
by the second processing capacity information. Based on the 
?rst and second process wait time intervals, the computing 
device 220 may schedule the execution of the ?rst and second 
processes 222 and 224. Because the second process wait time 
interval is shorter than the ?rst process wait time interval, the 
computing device 220 may schedule the second process 224 
for execution based on the second process service request 
before execution of the ?rst process 222 based on the ?rst 
process service request. The second process wait time being 
shorter than the ?rst process wait time may indicate that the 
second cloud computing system 240 may have greater current 
capabilities than the ?rst cloud computing system 230 to 
handle service requests. The greater current capabilities of the 
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second cloud computing system 240 may be due to the second 
cloud computing system 240 having better hardware, such as 
servers, than the ?rst cloud computing system 230. Alter 
nately or additionally, the greater current capabilities of the 
second cloud computing system 240 may be due to the second 
cloud computing system 240 currently receiving fewer ser 
vice requests from other computing devices than the ?rst 
cloud computing system 230. 
[0047] At t7 the computing device 220 may execute the 
second process 224 to generate a next second process service 
request that may be sent to the second cloud computing sys 
tem 240. At t8 the computing device 220 may execute the ?rst 
process 222 to generate a next ?rst process service request 
that may be sent to the ?rst cloud computing system 230. 
[0048] As illustrated in the timeline 250, the computing 
device 220 may be capable of executing the ?rst process 222 
to generate a possible next ?rst process service request at t5 in 
response to the ?rst process service response received at t3. 
Due to the ?rst process wait time interval however, the com 
puting device 220 may delay the execution of the ?rst process 
222 from time t5 to t8 as shown. 
[0049] As illustrated in the timeline 250, the computing 
device 220 may also be capable of executing the second 
process 224 to generate a possible next second process ser 
vice request at t6 in response to the second process service 
response received at t4. Due to the second process wait time 
interval however, the computing device 220 may delay the 
execution of the second process 224 from time t6 to t7 as 
shown. 
[0050] As illustrated, the execution of the ?rst process 222 
to generate the next ?rst process service request is delayed 
more than the execution of the second process 224 to generate 
the next second process service request. With the execution of 
the ?rst process 222 delayed more than the execution of the 
second process 224, the computing device 220 schedules and 
executes the second process 224 in response to the second 
process service response before the execution of the ?rst 
process 222 to generate the next ?rst response service request. 
[0051] The timeline 250 is illustrative of the execution of 
various processes in the service request management system 
200 according to an example embodiment. Modi?cations, 
additions, or omissions may be made to FIG. 2B without 
departing from the scope of the present disclosure. For 
example, in some embodiments, the second process wait time 
interval may be longer than the ?rst process wait time inter 
val. In some embodiments, the ?rst and/or second process 
wait time intervals may be shorter than the normal scheduling 
within the computing device 220 resulting in no delays in the 
execution of the ?rst and/or second processes. Alternately or 
additionally, three or more processes may be scheduled with 
various associated wait time intervals. Altemately or addi 
tionally, other process performed by the computing device 
220 not related to the ?rst and second processes service 222 
and 224 may be executed during a delay of the execution of 
either the ?rst and/or second process 222 and 224. For 
example, processes related to managing memory, an operat 
ing system, external peripherals, other inputs/ outputs, and 
other processes of the computing device 220 may be executed 
during the delay of the execution of either the ?rst and/or 
second process 222 and 224. 
[0052] FIG. 3 is a block diagram of an example computing 
device 300 that may be implemented in the service request 
management systems 100, 200 of FIGS. 1 and 2A, arranged in 
accordance with at least some embodiments described herein. 
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As illustrated, the computing device 300 may include a cloud 
communication unit 310, an information extraction unit 320, 
a process management unit 330, and a processing unit 340. 

[0053] The cloud communication unit 310 may be con?g 
ured to send service requests generated by the computing 
device 300 to a cloud computing system and to receive service 
response from a cloud computing system. The cloud commu 
nication unit 310 may be further con?gured to send service 
responses received from a cloud computing system to the 
information extraction unit 320 and/or the processing unit 
340. 

[0054] In some embodiments, the cloud communication 
unit 310 may communicate with multiple cloud computing 
systems. In these and other embodiments, the cloud commu 
nication unit 310 may handle protocols to send service 
requests and receive service responses over a network. For 
example, the cloud communication unit 310 may handle pro 
tocols for wirelessly sending service requests and wirelessly 
receiving service responses over a wireless network, such as, 
an 802.XX network, a Bluetooth network, a cellular data 
network, or some other radio communication network. 

[0055] The cloud communication unit 310 may receive ser 
vice requests from the processing unit 340 to send to cloud 
computing systems. In some embodiments, the cloud com 
munication unit 310 may send service requests as soon as the 
cloud communication unit 310 receives service requests from 
the processing unit 340 or some other unit within the com 
puting device 300. In these and other embodiments, the cloud 
communication unit 310 may have a queue of service requests 
and may send the service requests following a ?rst-in ?rst-out 
algorithm. In some circumstances, the service requests may 
be delayed being sent because of a backlog of service requests 
at the cloud communication unit 310. However, the cloud 
communication unit 310 may send the service requests as 
soon as possible based on the queue. In other embodiments, 
the cloud communication unit 310 may not send service 
requests as soon as they are received at the cloud communi 
cation unit 310. In these and other embodiments, the cloud 
communication unit 310 may delay sending service requests 
to perform network traf?c shaping. Alternately or addition 
ally, the cloud communication unit 310 may follow some 
other algorithm or procedure for sending service requests. 

[0056] The information extraction unit 320 may be con?g 
ured to receive service responses from the cloud communi 
cation unit 310 and to extract processing capacity information 
from the service responses. In some embodiments, a cloud 
computing system may not alter a format of a service 
response to create a ?eld for processing capacity information 
embedded in the service response. In these and other embodi 
ments, the cloud processing unit may embed the processing 
capacity information in other ?elds. The information extrac 
tion unit 320 may be con?gured to extract the processing 
capacity information from these other ?elds. For example, the 
information extraction unit 320 may extract the processing 
capacity information from a hypertext transfer protocol 
header, an extensible markup language message comment, 
and/or a java script object notation comment of the service 
response. 

[0057] Embedding the processing capacity information in 
another ?eld may have various advantageous. For example, 
processes executed by the computing device 300 that gener 
ate service requests and receive service responses may not 
have to handle another ?eld within the service responses. Not 
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having to handle another ?eld may provide backwards com 
patibility with existing processes and ease programming bur 
dens for future processes. 
[0058] In some embodiments, the information extraction 
unit 320 may extract the processing capacity information 
from a ?eld that is designated for the processing capacity 
information within a service response. 
[0059] After extracting the processing capacity informa 
tion, the information extraction unit 320 may send the pro 
cessing capacity information to the process management unit 
330. 

[0060] The process management unit 330 may be con?g 
ured to determine an execution priority (i.e. a schedule) for 
processes executing on the computing device 300 and to 
indicate to the processing unit 340 which process of the 
processes to execute at any given time. 
[0061] The process management unit 330 may determine 
the execution priority for the processes based on various 
factors, such as the priority of the processes; the real time 
limitations of the processes, which is how often the processes 
may be executed and still meet the timing requirements for 
the processes; among other factors. The process management 
unit 330 may also consider processing capacity information 
of processes when determining execution priorities for those 
processes. Using processing capacity information for a pro 
cess, the process management unit 330 may schedule the 
process based on how the process may affect a cloud com 
puting system that receives service requests from and sends 
service responses to the process. Based on the processing 
capacity information, the process management unit 330 may 
adjust the priority of various processes. Adjusting the priority 
of various processes may delay the execution of some pro 
cesses. In some embodiments, the process management unit 
330 may not delay a process longer than an execution window 
for a process to avoid reducing the responsiveness of the 
process. Alternately or additionally, the process management 
unit 330 may delay a process irrespective of processing 
requirements of the process. 
[0062] The processing unit 340 may include various cores, 
such as ?rst and second cores 342 and 344. The processing 
unit 340 may be con?gured to receive an indication of a 
process to execute from the process management unit 330 and 
to execute the process. The processing unit 340 may be con 
?gured to execute multiple processes at the same time using 
the various cores within the processing unit 340. For example, 
the ?rst and second cores 342 and 344 may each execute a 
process individually during the same time period. 
[0063] An executed process may generate a service request 
for a cloud computing system. The processing unit 340 may 
send the service request to the cloud communication unit 310 
for sending to the cloud computing system. In some embodi 
ments, the service request may be an API call. For example, a 
process when executed may indicate data and/ or data process 
ing from a cloud computing system is a step in the process. 
The process may generate an API call that may be sent to the 
cloud computing system to obtain the data and/or data pro 
cessing. 
[0064] Modi?cations, additions, or omissions may be made 
to the computing device 3 00 without departing from the scope 
of the present disclosure. For example, the computing device 
300 may include a memory unit for storing the processes 
executed on the computing device 3 00. The computing device 
300 may also include a user interface for receiving data from 
and presenting data to a user of the computing device. 
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[0065] FIG. 4 illustrates an example ?ow diagram of a 
method 400 that may be implemented in the example com 
puting device 300 of FIG. 3, arranged in accordance with at 
least some embodiments described herein. The method 400 
includes various operations, functions, or actions as illus 
trated by one or more of blocks 402, 404, and/or 406. The 
method 400 may begin at block 402. 
[0066] In block 402 [ReceiverA Service Response FromA 
Cloud Computing System In Reply To A Service Request 
Generated By A Process Executed OnA Computing Device], 
a service response from a cloud computing system may be 
received in reply to a service request generated by a process 
executed on a computing device. The computing device may 
be the computing device 120, 220, and/or 320 ofFIGS. 1, 2A 
and 3, respectively, for instance. In some embodiments, the 
service request may be an application programming interface 
call. Alternately or additionally, the service request may be 
received over a wireless network. Block 402 may be followed 
by block 404. 
[0067] In block 404 [Extract Processing Capacity Informa 
tion Of The Cloud Computing System From The Service 
Response], processing capacity information of the cloud 
computing system may be extracted from the service 
response. In some embodiments, the processing capacity 
information may include an indication of an ability of the 
cloud computing system to reply to a future service request. 
Alternately or additionally, the processing capacity informa 
tion may include a wait time interval indicating a time to wait 
between sending future service requests to the cloud comput 
ing system. Block 404 may be followed by block 406. 
[0068] In block 406 [Determine An Execution Priority For 
The Process Based On The Processing Capacity Informa 
tion], an execution priority for the process based at least in 
part on the processing capacity information may be deter 
mined. In some embodiments, the execution priority may 
delay the execution of the process. Alternately or additionally, 
the execution priority may raise or lower the priority of the 
process for execution. 
[0069] One skilled in the art will appreciate that, for this 
and other processes and methods disclosed herein, the func 
tions performed in the processes and methods may be imple 
mented in differing order. Furthermore, the outlined steps and 
operations are only provided as examples, and some of the 
steps and operations may be optional, combined into fewer 
steps and operations, or expanded into additional steps and 
operations without detracting from the essence of the dis 
closed embodiments. 
[0070] For example, the method 400 may further include 
executing the process to generate the service request. Alter 
nately or additionally, the method 400 may include schedul 
ing a future execution of the process for a subsequent time 
after a previous time corresponding to the executing the pro 
cess to generate the service request, the subsequent time 
occurring after the previous time by a period greater than or 
equal to the wait time interval. 
[0071] An example of the method 400 is as follows, a 
computing device, such as a smart phone, may execute an 
email application that may generate a service request in the 
form of anAPI call regarding the status of an associated email 
system’s inbox. The smart phone may send the API call over 
a wireless network to an email cloud computing system. The 
smart phone may receive a service response from the email 
cloud computing system in the form of an API response 
indicating that the email system inbox contains new emails. 
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The service response may also indicate that the email cloud 
computing system requests a 15 millisecond wait time 
between service requests. The smart phone may not execute 
the email process immediately to avoid generating a service 
request to download the emails in the inbox. The smart phone 
may schedule other processes before the email process. For 
example, the smart phone may schedule a social networking 
site process before scheduling the email process. The smart 
phone may schedule the email process in such a manner so 
that the email process executes after the 15 millisecond wait 
time and thus sends the service request to the email cloud 
computing system with at least the 15 millisecond wait time 
between service requests. In this manner, the smart phone 
may reduce overloading the email cloud computing system 
with service requests while not degrading the performance of 
the smart phone. 
[0072] FIG. 5 is a block diagram of an example cloud 
computing system 500 that may be implemented in the 
example service request management system 100, 200 of 
FIGS. 1 and 2A, arranged in accordance with at least some 
embodiments described herein. As illustrated, the cloud com 
puting system 500 may include a device communication unit 
510, a capacity calculation unit 520, a service request ful?ll 
ment unit 530, a database 540, and an information embedding 
unit 550. 
[0073] The device communication unit 510 may be con?g 
ured to receive service requests generated by a computing 
device, such as the computing device 120 and/or 300 of FIGS. 
1 and 3, respectively. The device communication unit 510 
may also be con?gured to send service responses to the com 
puting device. In some embodiments, the device communi 
cation unit 510 may communicate with multiple computing 
devices. In these and other embodiments, the device commu 
nication unit 510 may handle protocols to receive service 
requests and to send service responses over a network. For 
example, the device communication unit 510 may handle 
protocols for wirelessly receiving service request and wire 
lessly sending service responses over a wireless network, 
such as 802.XX network, a Bluetooth network, a cellular data 
network, or some other radio communication network. The 
device communication unit 510 may be further con?gured to 
send service requests received from computing devices to the 
service request ful?llment unit 530. 
[0074] The capacity calculation unit 520 may be con?gured 
to calculate processing capacity information of the cloud 
computing system 500. The processing capacity information 
may include an indication of an ability of the cloud computing 
system 500 to receive and/or reply to service requests from 
multiple computing devices. 
[0075] The capacity calculation unit 520 may calculate the 
processing capacity information based on multiple factors 
that may include, but are not limited to, an average time for 
the cloud computing system 500 to generate service 
responses, usage of a network over which the cloud comput 
ing system 500 communicates, processing power usage of the 
cloud computing system 500, data storage usage of the cloud 
computing system 500, and a frequency of reception of ser 
vice requests at the cloud computing system 500. 
[0076] In some embodiments, the processing capacity 
information may include a wait time interval that may indi 
cate a minimum time between requests that the cloud com 
puting system 500 may receive from a single computing 
device without degrading a processing ability of the cloud 
computing system 500. 



US 2014/0237108 A1 

[0077] The service request ful?llment unit 530 may be 
con?gured to receive the service request from the device 
communication unit 510. The service request ful?llment unit 
530 may be further con?gured to generate a service response 
based on the service request. For example, the service request 
may include a request for data. The service response may 
query the database 540 for the data and place the data in the 
service response. As another example, the service request 
may include a request of a status update for a social network 
ing site feed, an email inbox, a blogging feed, a micro blog 
ging feed, or some other status indicator. The service request 
ful?llment unit 530 may determine the status and indicate the 
status in the service response. As another example, the service 
request may request new emails in an inbox of an email 
service. The service request ful?llment unit 53 0 may generate 
a service response that contains the new emails. In some 

embodiments, the service request ful?llment unit 530 may 
include a server or multiple servers. After generating the 
service response, the service request ful?llment unit 530 may 
send the service response to the information embedding unit 
550. 

[0078] The information embedding unit 550 may be con 
?gured to receive the service response from the service 
request ful?llment unit 530 and to receive the processing 
capacity information from the capacity calculation unit 520. 
The information embedding unit 550 may be further con?g 
ured to embed the processing capacity information into the 
service response. 
[0079] In some embodiments, the information embedding 
unit 550 may not alter a format of the service response to 
embed the processing capacity information in the service 
response. In these and other embodiments, the information 
embedding unit 550 may embed the processing capacity 
information in ?elds within the service response designated 
for other purposes other than to carry processing capacity 
information. For example, the information embedding unit 
550 may embed the processing capacity information in a 
hypertext transfer protocol header, an extensible markup lan 
guage message comment, and/or a java script object notation 
comment of the service response. 
[0080] Altemately or additionally, the information embed 
ding unit 550 may embed the processing capacity information 
in a ?eld designated for the processing capacity information 
in the service response. The designated ?eld may include a 
?eld used for the processing capacity information and no 
other information. After embedding the processing capacity 
information in the service response, the information embed 
ding unit 550 may send the service response to the device 
communication unit 510 so that the service response may be 
sent to a computing device. 

[0081] Modi?cations, additions, or omissions may be made 
to the cloud computing system 500 without departing from 
the scope of the present disclosure. For example, the cloud 
computing system 500 may include a processor for process 
ing data based on a service request from a computing device. 
[0082] FIG. 6 shows an example ?ow diagram of a method 
600 that may be implemented in the example cloud comput 
ing system 500 of FIG. 5, arranged in accordance with at least 
some embodiments described herein. The method 600 may 
include various operations, functions, or actions as illustrated 
by one or more of blocks 602, 604, 606, and/or 608. The 
method 600 may begin at block 602. 
[0083] In block 602 [ReceiveA Service Request], a service 
request may be received. The service request may be received 
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by a cloud computing system, such as the cloud computing 
system 500 of FIG. 5. The service request may be received 
from a computing device over a network, such as a wireless 
network. The service request may indicate data and/or data 
processing requested by the computing device. In some 
embodiments, the service request may be an application pro 
gramming interface call. Block 602 may be followed by block 
604. 

[0084] In block 604 [Process The Service Request To Gen 
erate A Service Response], the service request may be pro 
cessed to generate a service response. The service response 
may include data ful?lling the service request. The service 
response may be sent back to the computing device in 
response to the service request. Block 604 may be followed 
by block 606. 
[0085] In block 606 [Calculate Processing Capacity Infor 
mation Based At Least In Part On The Processing Of The 
Service Request], processing capacity information may be 
calculated based at least in part on the processing of the 
service request. The processing capacity information may be 
calculated based on one or more of an average time for the 

cloud computing system to generate service responses, usage 
of a network over which the cloud computing system com 
municates, processing power usage of the cloud computing 
system, data storage usage of the cloud computing system, 
and a frequency of reception of service requests by the cloud 
computing system. In some embodiments, the processing 
capacity information may include an indication of an ability 
of the cloud computing system to reply to a future service 
request from the computing device. Alternately or addition 
ally, the processing capacity information may include a wait 
time interval indicating a time for the computing device to 
wait between sending future service requests to the cloud 
computing system. Block 606 may be followed by block 608. 
[0086] In block 608 [Include The Processing Capacity 
Information In The Service Response], the processing capac 
ity information may be included in the service response. In 
some embodiments, including the processing capacity infor 
mation in the service response may include embedding the 
processing capacity information in a hypertext transfer pro 
tocol header, an extensible markup language message com 
ment, a java script object notation comment of the service 
response, or in some other ?eld holding other content for the 
service response. 
[0087] The outlined steps and operations of FIG. 6 are only 
provided as examples, and some of the steps and operations 
may be optional, may be combined into fewer steps and 
operations, or expanded into additional steps and operations. 
[0088] For example, the method 600 may further include 
sending the service response to the computing device that 
generated the service request that resulted in the service 
response. 
[0089] An example of method 600 is as follows, a cloud 
computing system may include an email cloud computing 
system that handles email services for mobile devices. The 
email cloud computing system may receive a service request 
from a computing device such as a smart phone. The service 
request may be an API call that requests the email cloud 
computing system to send an indication regarding whether an 
inbox of an email account has new emails. The email cloud 
computing system may generate a service response to the API 
call in the form of anAPI return that indicates if the inbox has 
new emails. The cloud computing system may also generate 
processing capacity information in the form of a wait time 
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interval. The wait time interval may indicate a time for the 
smart phone to wait before sending more API calls to the 
email cloud computing system. The wait time interval may be 
determined based on the number of other smart phones and 
other devices accessing the email cloud computing system. 
The email cloud computing system may include the wait time 
interval in a comments section of the API return and may send 
the API return to the smart phone. 

[0090] FIG. 7 is a block diagram illustrating an example 
computing device 700 that is arranged for managing service 
requests, in accordance with at least some embodiments 
described herein. The computing device 700 may be included 
in any one of the computing devices 120, 220, 300 and/or the 
cloud computing systems 130, 140, 230, 240, 500 described 
herein, and/or the computing device 700 may include any one 
or more of the cloud communication unit 3 10, the information 
extraction unit 320, the process management unit 330, the 
processing unit 340, the device communication unit 510, the 
capacity calculation unit 520, the service request ful?llment 
unit 530, and/or the information embedding unit 550 
described herein. In a very basic con?guration 702, the com 
puting device 700 typically includes one or more processors 
704 and a system memory 706. A memory bus 708 may be 
used for communicating between the processor 704 and the 
system memory 706. 
[0091] Depending on the desired con?guration, the proces 
sor 704 may be of any type including but not limited to a 
microprocessor (uP), a microcontroller (uC), a digital signal 
processor (DSP), or any combination thereof. The processor 
704 may include one more levels of caching, such as a level 
one cache 710 and a level two cache 712, a processor core 
714, and registers 716. An example processor core 714 may 
include an arithmetic logic unit (ALU), a ?oating point unit 
(FPU), a digital signal processing core (DSP Core), or any 
combination thereof. An example memory controller 718 
may also be used with the processor 704, or in some imple 
mentations, the memory controller 718 may be an internal 
part of the processor 704. 
[0092] Depending on the desired con?guration, the system 
memory 706 may be of any type including but not limited to 
volatile memory (such as RAM), non-volatile memory (such 
as ROM, ?ash memory, etc.) or any combination thereof. The 
system memory 706 may include an operating system (OS) 
720, one or more applications 722, and program data 724. The 
application 722 may include a determination application 726 
that may be con?gured to determine the execution priority of 
a process based at least in part on processing capacity infor 
mation as described herein or other algorithms including 
those described with respect to the methods 400 and 600 of 
FIGS. 4 and 6. The application 722 may correspond to the 
process management unit 330 of FIG. 3, for example. The 
program data 724 may include processing capacity informa 
tion 728 that may be useful for determining the execution 
priority of a process as is described herein. In some embodi 
ments, the application 722 may be arranged to operate with 
the program data 724 on the OS 720 such that implementa 
tions of managing service requests to a cloud computing 
system such as described in the method 400 of FIG. 4 may be 
provided as described herein. This described basic con?gu 
ration 702 is illustrated in FIG. 7 by those components within 
the inner dashed line. 

[0093] The computing device 700 may have additional fea 
tures or functionality, and additional interfaces to facilitate 
communications between the basic con?guration 702 and any 
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required devices and interfaces. For example, a bus/ interface 
controller 730 may be used to facilitate communications 
between the basic con?guration 702 and one or more data 
storage devices 732 via a storage interface bus 734. The data 
storage devices 732 may be removable storage devices 736, 
non-removable storage devices 738, or a combination 
thereof. Examples of removable storage and non-removable 
storage devices include magnetic disk devices such as ?exible 
disk drives and hard-disk drives (HDD), optical disk drives 
such as compact disk (CD) drives or digital versatile disk 
(DVD) drives, solid state drives (SSD), and tape drives to 
name a few. Example computer storage media may include 
volatile and nonvolatile, removable and non-removable 
media implemented in any method or technology for storage 
of information, such as computer readable instructions, data 
structures, program modules, or other data. 
[0094] The system memory 706, removable storage 
devices 736 and non-removable storage devices 738 are 
examples of computer storage media. Computer storage 
media includes, but is not limited to, RAM, ROM, EEPROM, 
?ash memory or other memory technology, CD-ROM, digital 
versatile disks (DVD) or other optical storage, magnetic cas 
settes, magnetic tape, magnetic disk storage or other mag 
netic storage devices, or any other medium which may be 
used to store the desired information and which may be 
accessed by the computing device 700. Any such computer 
storage media may be part of the computing device 700. 
[0095] The computing device 700 may also include an 
interface bus 740 for facilitating communication from various 
interface devices (e.g., output devices 742, peripheral inter 
faces 744, and communication devices 746) to the basic con 
?guration 702 via the bus/interface controller 730. Example 
output devices 742 include a graphics processing unit 748 and 
an audio processing unit 750, which may be con?gured to 
communicate to various external devices such as a display or 
speakers via one or more A/V ports 752. Example peripheral 
interfaces 744 include a serial interface controller 754 or a 
parallel interface controller 756, which may be con?gured to 
communicate with external devices such as input devices 
(e.g., keyboard, mouse, pen, voice input device, touch input 
device, etc.) or other peripheral devices (e. g., printer, scanner, 
etc.) via one or more I/O ports 758. An example communica 
tion device 746 includes a network controller 760, which may 
be arranged to facilitate communications with one or more 
other computing devices 762 over a network communication 
link via one or more communication ports 764. 

[0096] The network communication link may be one 
example of a communication media. Communication media 
may typically be embodied by computer readable instruc 
tions, data structures, program modules, or other data in a 
modulated data signal, such as a carrier wave or other trans 

port mechanism, and may include any information delivery 
media. A “modulated data signal” may be a signal that has one 
or more of its characteristics set or changed in such a manner 
as to encode information in the signal. By way of example, 
and not limitation, communication media may include wired 
media such as a wired network or direct-wired connection, 
and wireless media such as acoustic, radio frequency (RF), 
microwave, infrared (IR) and other wireless media. The term 
computer readable media as used herein may include both 
storage media and communication media. 
[0097] The computing device 700 may be implemented as 
a portion of a small-form factor portable (or mobile) elec 
tronic device such as a cell phone, a personal data assistant 
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(PDA), a personal media player device, a wireless web-watch 
device, a personal headset device, an application speci?c 
device, or a hybrid device that include any of the above 
functions. The computing device 700 may also be imple 
mented as a personal computer including both laptop com 
puter and non-laptop computer con?gurations. 
[0098] The present disclosure is not to be limited in terms of 
the particular embodiments described herein, which are 
intended as illustrations of various aspects. Many modi?ca 
tions and variations can be made without departing from its 
spirit and scope, as will be apparent to those skilled in the art. 
Functionally equivalent methods and apparatuses within the 
scope of the disclosure, in addition to those enumerated 
herein, will be apparent to those skilled in the art from the 
foregoing descriptions. Such modi?cations and variations are 
intended to fall within the scope of the appended claims. The 
present disclosure is to be limited only by the terms of the 
appended claims, along with the full scope of equivalents to 
which such claims are entitled. It is to be understood that the 
present disclosure is not limited to particular methods, 
reagents, compounds compositions or biological systems, 
which can, of course, vary. It is also to be understood that the 
terminology used herein is for the purpose of describing 
particular embodiments only, and is not intended to be limit 
ing. 
[0099] With respect to the use of substantially any plural 
and/ or singular terms herein, those having skill in the art can 
translate from the plural to the singular and/ or from the sin 
gular to the plural as is appropriate to the context and/or 
application. The various singular/plural permutations may be 
expressly set forth herein for sake of clarity. 
[0100] It will be understood by those within the art that, in 
general, terms used herein, and especially in the appended 
claims (e.g., bodies of the appended claims) are generally 
intended as “open” terms (e.g., the term “including” should 
be interpreted as “including but not limited to,” the term 
“having” should be interpreted as “having at least,” the term 
“includes” should be interpreted as “includes but is not lim 
ited to,” etc .). It will be further understood by those within the 
art that if a speci?c number of an introduced claim recitation 
is intended, such an intent will be explicitly recited in the 
claim, and in the absence of such recitation no such intent is 
present. For example, as an aid to understanding, the follow 
ing appended claims may contain usage of the introductory 
phrases “at least one” and “one or more” to introduce claim 
recitations. However, the use of such phrases should not be 
construed to imply that the introduction of a claim recitation 
by the inde?nite articles “a” or “an” limits any particular 
claim containing such introduced claim recitation to embodi 
ments containing only one such recitation, even when the 
same claim includes the introductory phrases “one or more” 

“ a, or “at least one” and inde?nite articles such as a or “an” 
(e. g., “a” and/or “an” should be interpreted to mean “at least 
one” or “one or more”); the same holds true for the use of 
de?nite articles used to introduce claim recitations. In addi 
tion, even if a speci?c number of an introduced claim recita 
tion is explicitly recited, those skilled in the art will recognize 
that such recitation should be interpreted to mean at least the 
recited number (e. g., the bare recitation of “two recitations,” 
without other modi?ers, means at least two recitations, or two 
or more recitations). Furthermore, in those instances where a 
convention analogous to “at least one of A, B, and C, etc.” is 
used, in general such a construction is intended in the sense 
one having skill in the art would understand the convention 
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(e.g., “a system having at least one of A, B, and C” would 
include but not be limited to systems that have A alone, B 
alone, C alone, A and B together, A and C together, B and C 
together, and/orA, B, and C together, etc.). In those instances 
where a convention analogous to “at least one of A, B, or C, 
etc.” is used, in general such a construction is intended in the 
sense one having skill in the art would understand the con 
vention (e.g., “a system having at least one of A, B, or C” 
would include but not be limited to systems that have A alone, 
B alone, C alone, A and B together, A and C together, B and 
C together, and/ or A, B, and C together, etc.). It will be further 
understood by those within the art that virtually any disj unc 
tive word and/or phrase presenting two or more alternative 
terms, whether in the description, claims, or drawings, should 
be understood to contemplate the possibilities of including 
one of the terms, either of the terms, or both terms. For 
example, the phrase “A or B” will be understood to include 
the possibilities of“A” or “B” or “A and B.” 

[0101] In addition, where features or aspects of the disclo 
sure are described in terms of Markush groups, those skilled 
in the art will recognize that the disclosure is also thereby 
described in terms of any individual member or subgroup of 
members of the Markush group. 

[0102] As will be understood by one skilled in the art, for 
any and all purposes, such as in terms of providing a written 
description, all ranges disclosed herein also encompass any 
and all possible sub ranges and combinations of sub ranges 
thereof. Any listed range can be easily recognized as suf? 
ciently describing and enabling the same range being broken 
down into at least equal halves, thirds, quarters, ?fths, tenths, 
etc. As a non-limiting example, each range discussed herein 
can be readily broken down into a lower third, middle third 
and upper third, etc. As will also be understood by one skilled 
in the art all language such as “up to,” “at least,” and the like 
include the number recited and refer to ranges which can be 
subsequently broken down into sub ranges as discussed 
above. Finally, as will be understood by one skilled in the art, 
a range includes each individual member. Thus, for example, 
a group having 1-3 cells refers to groups having 1, 2, or 3 cells. 
Similarly, a group having 1-5 cells refers to groups having 1, 
2, 3, 4, or 5 cells, and so forth. 
[0103] From the foregoing, it will be appreciated that vari 
ous embodiments of the present disclosure have been 
described herein for purposes of illustration, and that various 
modi?cations may be made without departing from the scope 
and spirit of the present disclosure. Accordingly, the various 
embodiments disclosed herein are not intended to be limiting, 
with the true scope and spirit being indicated by the following 
claims. 

1. A computing device con?gured to communicate with a 
cloud computing system, the computing device comprising: a 
cloud communication unit con?gured to receive a service 
response from a cloud computing system in reply to a service 
request generated by a process executed on the computing 
device; 

an information extraction unit con?gured to extract pro 
cessing capacity information of the cloud computing 
system from the service response; and a process man 
agement unit con?gured to determine an execution pri 
ority for the process based at least in part on the process 
ing capacity information. 

2. The computing device of claim 1, wherein the service 
request comprises an application programming interface call. 
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3. The computing device of claim 2, wherein the service 
response comprises data provided by the cloud computing 
system in reply to the application programming interface call. 

4. The computing device of claim 1, wherein the process 
comprises an application executed on the computing device. 

5. The computing device of claim 1, wherein the process 
ing capacity information comprises an indication of an ability 
of the cloud computing system to reply to a future service 
request. 

6. The computing device of claim 1, wherein the process 
ing capacity information comprises a wait time interval indi 
cating a time to wait between sending future service requests 
to the cloud computing system. 

7. The computing device of claim 6, wherein the process 
management unit is further con?gured to schedule a future 
execution of the process for a sub sequent time after a previous 
time corresponding to the execution of the process that gen 
erated the service request, the sub sequent time occurring after 
the previous time by a period greater than or equal to the wait 
time interval. 

8. The computing device of claim 1, wherein: 
the cloud communication unit is further con?gured to 

receive a second service response from a second cloud 
computing system in reply to a second service request 
from a second process; 

the information extraction unit is further con?gured to 
extract second processing capacity information of the 
second cloud computing system from the second service 
response; and 

the process management unit is further con?gured to order 
the process and the second process for execution based 
at least in part on the processing capacity information 
and the second processing capacity information. 

9. The computing device of claim 1, wherein the comput 
ing device is further con?gured to wirelessly receive the 
service response from the cloud computing system over a 
wireless network. 

10. The computing device of claim 1, wherein the cloud 
computing system comprises a server con?gured to provide 
data to the computing device based on the service request. 

11. The computing device of claim 1, wherein the comput 
ing device comprises a mobile phone, a smart phone, a tablet 
computer, a laptop computer, or a gaming console. 

12. A cloud computing system comprising: 
a device communication unit con?gured to receive a ser 

vice request and to send a service response in reply to the 
service request; 

a capacity calculation unit con?gured to calculate process 
ing capacity information 20 of the cloud computing 
system, the processing capacity information comprising 
an indication of an ability of the cloud computing system 
to reply to a future service request; and 

an information embedding unit con?gured to include the 
processing capacity information of the cloud computing 
system in the service response. 

13. (canceled) 
14. (canceled) 
15. The system of claim 12, wherein the processing capac 

ity information is included in the service response by embed 
ding the processing capacity information in a hypertext trans 
fer protocol header, an extensible markup language message 
comment, or a Java script object notation comment of the 
service response. 
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16. The system of claim 12, wherein the service request is 
sent to the device communication unit from a computing 
device and the service response is sent to the computing 
device from the device communication unit, wherein the pro 
cessing capacity information comprises a wait time interval 
indicating a time for the computing device to wait between 
sending future service requests to the cloud computing sys 
tem. 

17. The system of claim 12, wherein: 
the device communication unit is further con?gured to 

receive a second service request and to send a second 
service response in reply to the second service request; 
and the capacity calculation unit is further con?gured to 
calculate processing capacity 10 information of the 
cloud computing system based at least in part on the 
processing of the service request and a second process 
ing of the second service request. 

18. The system of claim 12, wherein the capacity calcula 
tion unit is further con?gured to calculate the processing 
capacity information based on one or more of an average time 
for generating a plurality of service responses, usage of a 
network over which the cloud computing system communi 
cates, processing power usage of the cloud computing sys 
tem, data storage usage of the cloud computing system, and a 
frequency of reception of a plurality of service requests. 

19. (canceled) 
20. A method for managing service requests to a cloud 

computing system, the method comprising: 
receiving a service response from a cloud computing sys 

tem in reply to a service request generated by a process 
executed on a computing device; 

extracting processing capacity information of the cloud 
computing system from the service response; and 

determining an execution priority for the process based at 
least in part on the processing capacity information. 

21. The method of claim 20, further comprising sending the 
service request to the cloud computing system. 

22. (canceled) 
23. (canceled) 
24. The method of claim 20, wherein the processing capac 

ity information comprises an indication of an ability of the 
cloud computing system to reply to a future service request. 

25. The method of claim 20, wherein the processing capac 
ity information comprises a wait time interval indicating a 
time to wait between sending future service requests to the 
cloud computing system. 

26. The method of claim 25, further comprising executing 
the process to generate the service request. 

27. The method of claim 26, further comprising scheduling 
a future execution of the process for a subsequent time after a 
previous time corresponding to the executing the process to 
generate the service request, the subsequent time occurring 
after the previous time by a period greater than or equal to the 
wait time interval. 

28. (canceled) 
29.Amethod for servicing service requests through a cloud 

computing system, the method comprising: 
receiving a service request; 
processing the service request to generate a service 

response; 
calculating processing capacity information, the process 

ing capacity information comprising an indication of an 
ability of the cloud computing system to reply to a future 
service request; and 
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including the processing capacity information in the ser 
vice response. 

30. (canceled) 
31. The method of claim 29, wherein including the pro 

cessing capacity information in the service response com 
prises embedding the processing capacity information in a 
hypertext transfer protocol header, an extensible markup lan 
guage message comment, or a java script object notation 
comment of the service response. 

32. (canceled) 
33. The method of claim 29, further comprising sending the 

service response to a computing device. 
34. The method of claim 33, wherein the service request is 

sent by the computing device, wherein the processing capac 
ity information comprises a wait time interval indicating a 
time for the computing device to wait between sending future 
service requests to the cloud computing system. 

35. The method of claim 29, wherein the processing capac 
ity information is calculated based on one or more of an 

average time for generating a plurality of service responses, 
usage of a network over which the cloud computing system 
communicates, processing power usage of the cloud comput 
ing system, data storage usage of the cloud computing sys 
tem, and a frequency of reception of a plurality of service 
requests. 


