
1. はじめに
前回は、マルコフ連鎖モンテカルロ法

（MCMC）による線形回帰モデルのベイズ推

定法について紹介しました。今回は、いよい

よ空間計量経済モデルのベイズ推定について

紹介します。具体的には、空間的自己回帰モ

デル、空間ダービンモデル、空間誤差モデル

及びマルチレベルモデルのベイズ推定につい

て紹介します。このうち、空間的自己回帰モ

デル、空間ダービンモデル、空間誤差モデル

については、前回紹介したJAGSとR2jagsパッ

ケージを使ってベイズ推定します。

演習には、前回までと同様に、首都圏の市

区町村別地価データ（住宅地標準地地価の平

均価格）並びに夜間人口密度及び第三次産業

従業人口密度データを用いて、地価を推定す

るモデルを例に挙げます。

JAGS及びR2jagsパッケージの利用方法、デ

ータのダウンロードについては、筆者のホー

ムページを参照してください。

（http://web.sfc.keio.ac.jp/̃maunz/wiki/）

2. データの準備
まず、パッケージとデータを読み込みまし

ょう。今回は、spdep、R2jags、bayesmの３

つのパッケージを使います。

次に、説明変数行列と被説明変数ベクトル

などを定義します。

さらに、空間隣接行列、空間重み付け行列

及び説明変数と被説明変数に空間重み付け行
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library(spdep) 
library(R2jags) 
library(bayesm)
lph <- read.table("lph.csv, sep=",", header=T) 
summary(lph)

# 変数の指定
# 被説明変数
y <- as.vector(lph$LPH) 
# 地域数
n <- length(y) 
# 地域セグメント数
m <- max(lph$seg) 
# 説明変数
x <- as.matrix(cbind( lph$POPD, 
lph$EMP3D, lph$seg, lph$ID ))
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列をかけた行列・ベクトルを、それぞれ作成

します。

3. 空間的自己回帰（SAR）モデル
SARモデルは、被説明変数の空間ラグを表

現するモデルで、空間ラグモデルとも言われ

ます。SARモデルをベイズ推定するために、

次式のように定式化します。

ここで、サフィックス iは地区番号、yiは地

価、x1iは夜間人口密度、x2iは第三次産業従業

人口密度、Wiは地区 iに対する空間重み付け

行列の要素ベクトル、ρ及びβ0、β1、β2は
未知パラメータ、εiは誤差項を意味します。

また、μiとσ2は、それぞれ誤差項の平均と
分散を意味します。このモデルをベイズ推定

するために、未知パラメータ及び誤差項の平

均と分散については、例えば以下のような事

前情報を与えます。

ここで、IG（a , b）は逆ガンマ関数を意味しま

す。

分散の逆数を精度τ＝1/σ2として定義するこ

とにより、次のようなJAGSコード（slags.txt）

を用いて、SARモデルをベイズ推定できます。

以下のRコードを使って、モデルを推定し

てみましょう。
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coords <- 
as.matrix(cbind(lph$Easting,lph$Northing))
nb <- tri2nb(coords) 
nb.mat <- nb2mat(nb, style="W")
yL <- nb.mat %*% y 
xL <- nb.mat %*% x

# spatial lag model 
model{
for (i in 1 : n) { 
y[i] ̃ dnorm(mu[i], tau) 
mu[i] <- rho*yL[i,1]+b0+b1*x[i,1]+b2*x[i,2] 
} 
b0 ̃ dnorm(0.0, 1.0E-6) 
b1 ̃ dnorm(0.0, 1.0E-6) 
b2 ̃ dnorm(0.0, 1.0E-6) 
tau ̃ dgamma(0.001, 0.001) 
rho ̃ dnorm(0.0, 1.0E-6) 
sigma <- 1/sqrt(tau) 
}

yi ＝ ρWi y ＋ β0 ＋ x1iβ1 ＋ x2iβ2 ＋ εi

εi ～ N（μi , σ2） 

β0 ～ N（0, 1 × 10－6） 
β1 ～ N（0, 1 × 10－6） 
β2 ～ N（0, 1 × 10－6） 
ρ ～ N（0, 1 × 10－6） 
σ2 ～ IG（0.001, 0.001） 

# データ
data <- list("n", "y", "x", "yL") 
# MCMC初期値（事前情報）
in1 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
rho=0, tau=1) 
in2 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
rho=0.5, tau=1) 
in3 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
rho=1, tau=1) 
inits <- list(in1,in2,in3) 
# パラメータ
parameters <- c("b0", "b1", "b2", 
"rho", "tau", "sigma") 
# モデルファイル
model.file <- system.file(
package="R2jags", "model", 
"slag1.txt") 
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モデル推定結果は、以下のようになります

（図１、２）。
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# MCMC 
slag.jags <- jags(data=data, 
inits=inits, parameters, 
n.iter=10000,  n.burnin=1000, 
n.chains=3, model.file=model.file) 
print(slag.jags, digits=3) 
plot(slag.jags) 
traceplot(slag.jags) 
slag.fit <- update(slag.jags) 
print(slag.fit, digits=3)

slag.jagsの結果

図１　SARモデルの推定結果（ベイズ推定）

slag.fitの結果

図２　β1の推定結果
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4. 空間ダービンモデル
空間ダービンモデルは、説明変数と被説明

変数の両方に空間ラグを取り入れたモデルで

す。空間ダービンモデルをベイズ推定するた

めに、以下のようにモデルを定式化し、事前

情報を与えることにします。

空間ダービンモデルをベイズ推定するため

の J A G S コードは次のようになります

（sdm1.txt）。プログラムの中では、定数項と

なるβ0及びρWiβ0をβ0にまとめ、さらに空
間重み付け項Wi x1とWi x2に対する未知パラメ

ータをg1及びg2としています。

以下のRコードを使って、モデルを推定し

てみましょう。
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yi ＝ ρWi y ＋ β0 ＋ x1iβ1 ＋ x2iβ2 ＋ ρWiβ0 
＋ ρWi x1β1 ＋ ρWi x2β2 ＋ εi 

εi ～ N（μi , σ2） 

β0 ～ N（0, 1 × 10－6） 

β1 ～ N（0, 1 × 10－6） 

β2 ～ N（0, 1 × 10－6） 

ρ ～ N（0, 1 × 10－6） 

σ2 ～ IG（0.001, 0.001） 

# spatial durbin model 
model{
for (i in 1 : n) {
y[i] ̃ dnorm(mu[i], tau) 
mu[i] <- rho*yL[i,1]+b0+b1*x[i,1]+
b2*x[i,2]+g1*xL[i,1]+g2*xL[i,2] 
} 
b0 ̃ dnorm(0.0, 1.0E-6) 
b1 ̃ dnorm(0.0, 1.0E-6) 
b2 ̃ dnorm(0.0, 1.0E-6) 
g1 ̃ dnorm(0.0, 1.0E-6) 
g2 ̃ dnorm(0.0, 1.0E-6) 
tau ̃ dgamma(0.001, 0.001) 
rho ̃ dnorm(0.0, 1.0E-6) 
sigma <- 1/sqrt(tau) 
}

# JAGS変数設定
# データ
data <- list("n", "y", "x", "yL", "xL") 
# MCMC初期値（事前情報）
in1 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
g1=model.lm$coefficients[2], 
g2=model.lm$coefficients[3], 
rho=0, tau=1) 
in2 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
g1=model.lm$coefficients[2], 
g2=model.lm$coefficients[3], 
rho=0.5, tau=1) 
in3 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
g1=model.lm$coefficients[2], 
g2=model.lm$coefficients[3], 
rho=1, tau=1) 
inits <- list(in1,in2,in3) 
# パラメータ
parameters <- c("b0", "b1", "b2", 
"g1", "g2", "rho", "tau", "sigma") 
# モデルファイル
model.file <- system.file(
package="R2jags", "model", "sdm1.txt") 
# MCMC 
sdm.jags <- jags(data=data, 
inits=inits, parameters, n.iter=10000,  
n.burnin=1000, n.chains=3, 
model.file=model.file) 
print(sdm.jags, digits=3) 
plot(sdm.jags) 
traceplot(sdm.jags) 
sdm.fit <- update(sdm.jags) 
print(sdm.fit, digits=3)
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すると、次のようなモデル推定結果が得ら

れます。

5. 空間誤差モデル
空間誤差モデルは、誤差項に空間ラグを取

り入れたモデルです。空間誤差モデルをベイ

ズ推定するために、以下のようにモデルを定

式化し、事前情報を与えることにします。

空間誤差モデルをベイズ推定するために、

次のようなJAGSコードを用います（sem1.txt）。

このモデルは、次のRコードを用いて推定

できます。
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sdm.jagsの結果

yi ＝ Xiβ ＋ ui 

ui ＝ λWiu ＋ εi 

εi ～ N（μi , σ2） 
β0 ～ N（0, 1 × 10－6） 
β1 ～ N（0, 1 × 10－6） 
β2 ～ N（0, 1 × 10－6） 
λ ～ U（0, 1） 
σ2 ～ IG（0.001, 0.001） 

# spatial error model 
model{   
for (i in 1 : n) 
{ 
y[i] ̃ dnorm(mu[i], tau) 

mu[i] <- lambda*yL[i,1]+
b0*(1-lambda)+b1*x[i,1]+b2*x[i,2] 
-b1*lambda*xL[i,1]-b2*lambda*xL[i,2] 
} 
b0 ̃ dnorm(0.0, 1.0E-6) 
b1 ̃ dnorm(0.0, 1.0E-6) 
b2 ̃ dnorm(0.0, 1.0E-6) 
tau ̃ dgamma(0.001, 0.001) 
lambda ̃ dunif(0,1) 
sigma <- 1/sqrt(tau) 
}

# JAGS変数設定
# データ
data <- list("n", "y", "x", "yL", "xL") 
# MCMC初期値（事前情報）
in1 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
lambda=0, tau=1) 
in2 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
lambda=0.5, tau=1) 
in3 <- list(
b0=model.lm$coefficients[1],
b1=model.lm$coefficients[2], 
b2=model.lm$coefficients[3], 
lambda=1, tau=1) 
inits <- list(in1,in2,in3) 
# パラメータ
parameters <- c("b0", "b1", "b2", 
"lambda", "tau", "sigma") 
# モデルファイル
model.file <- system.file(
package="R2jags", "model", 
"sem1.txt")
# MCMC 
sem.jags <- jags(data=data, 
inits=inits, parameters, 
n.iter=10000,  n.burnin=1000, n.chains=3, 
model.file=model.file) 
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モデル推定結果は、以下のようになります。

6. マルチレベルモデル
マルチレベルは、地域や個人ごとにモデル

パラメータを推定する際などに用いられます。

ここでは、次式のようにモデルを定式化しま

す。

マルチレベルモデルをベイズ推定するのに、

ここでは、baysmパッケージを用いることに

します。Rコードは以下のようになります。

モデル推定結果は、以下のようになります。
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sem.jagsの結果

out1の結果

print(sem.jags, digits=3) 
plot(sem.jags) 
traceplot(sem.jags) 
sem.fit <- update(sem.jags) 

yi ＝ Xiβi ＋ ui 

εi ～ N（μi , σ2） 
βi ～ N（0, 1 × 10

－6） 

σ2 ～ IG（0.001, 0.001） 

library(bayesm) 
# MCMCの設定
R=10000 
keep=1 
# 事前分布を設定
reg=levels(factor(lph$JCODE)) 
nreg=length(reg)

nvar=3 
# 説明変数２つ＋定数項
# 変数を設定
regdata=NULL 
for (j in 1:nreg) { 
y=lph$LPH[lph$JCODE==reg[j]] 
iota=c(rep(1,length(y)))
X=cbind(iota, 
lph$POPD[lph$JCODE==reg[j]], 
lph$EMP3D[lph$JCODE==reg[j]]) 
regdata[[j]]=list(y=y,X=X)} 
Z=matrix(c(rep(1,nreg)),ncol=1) 
Data1=list(regdata=regdata,Z=Z) 
Mcmc1=list(R=R,keep=1) 
set.seed(66) 
# モデル推定
out1=rhierLinearModel(
Data=Data1,Mcmc=Mcmc1) 
# 推定結果の表示
summary(out1$Deltadraw, 
burnin=1000) 
summary(out1$Vbetadraw, 
burnin=1000) 
summary(t(out1$betadraw[1,,]), 
burnin=1000)
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